A Two-Level Topic Model towards Knowledge Discovery from Citation Networks

Abstract:

         In a corpus of scientific articles such as a digital library, documents are connected by citations and one document plays two different roles in the corpus: document itself and a citation of other documents. In the existing topic models, little effort is made to differentiate these two roles. We believe that the topic distributions of these two roles are different and related in a certain way. In this paper, we propose a Bernoulli process topic (BPT) model which considers the corpus at two levels: document level and citation level. In the BPT model, each document has two different representations in the latent topic space associated with its roles. Moreover, the multi-level hierarchical structure of citation network is captured by a generative process involving a Bernoulli process. The distribution parameters of the BPT model are estimated by a variational approximation approach. An efficient computation algorithm is proposed to overcome the difficulty of matrix inverse operation. 

Existing System:

       It is essential in developing the human-machine interface in an information retrieval system to improve user experiences. This problem has received more and more attentions recently since huge repositories of documents are made available with the development of the Internet and digital databases and analyzing such large-scale corpora is a challenging research area. Existing approach is to treat the citations as the additional features in a similar way to the content features and apply the existing approaches to the new feature space like LDA Model. In a corpus of scientific articles such as a digital library, documents are connected by citations and one document plays two different roles in the corpus: document itself and a citation of other documents. In the existing topic models, little effort is made to differentiate these two roles In existing process was interpreting probabilistic topic modeling as a labeling problem from the factor graph perspective.




  Disadvantage of Existing System:

     The topic modeling can be difficult as a labeling problem. It assigns the best topic labels according to the maximum a posterior (MAP) estimation through maximizing the posterior probability, which is often a prohibitive combinatorial optimization problem in the discrete topic space.

Proposed System:
       The proposed framework is called Link Importance Based Topic Model, denoted as LIMTopic for short. Compared to existing topic models, LIMTopic distinguishes the importance of documents LIMTopic puts them together and makes them mutually enhanced in a unified framework. LIMTopic is flexible since ranking and topic modeling are orthogonal to each other such that different ranking and topic modeling methods can be used according to specific application requirements. LIMTopic outperforms the state-of-the-art topic Models in summarizing the whole document network in terms of a novel measure called the log likelihood Lrank of ranking-integrated document word matrix. Although these ranking methods are initially proposed for the purpose of ranking web pages, it can be also used to rank other kind of documents, such as research publications cited by each other, since concepts and entities in those domains are similar In this work, we propose to incorporate link based importance into topic modeling. Specifically, topical ranking methods are employed to compute the importance scores of documents over topics, which are then leveraged to guide the topic modeling process. 

Advantages of Proposed system:

· Whole document network in terms of a novel measure called the log likelihood Lrank of ranking-integrated document word matrix.
· biasing the documents on a particular topic
· Emotion-topic model that can jointly estimate the latent document topics and emotion distributions in a unified probabilistic graphical model.





System Requirements:
Software Requirements:
 Operating System			: Windows XP.
 Platform  				: JDK1.6.
Server side				: Glassfish Server 2.1, JSP, Xampp 1.7.1.  
Frontend                                   : JSP.
Backend				  : MySQL 5.1.
Hardware Requirements:
 Processor   		       		 : Pentium 4 
RAM          				 : 512 MB and above
Hard Disk   	 			: 40 GB and above


